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Abstract 
Tendency for data mining application in healthcare today is great, because healthcare sector is rich 
with information, and data mining is becoming a necessity. Healthcare organizations produce and 
collect large volumes of information on daily basis. Use of information technologies allows 
automatization of processes for extraction of data that help to get interesting knowledge and 
regularities, which means the elimination of manual tasks and easier extraction of data directly 
from electronic records, transferring onto secure electronic system of medical records which will 
save lives and reduce the cost of the healthcare services, as well and early discovery of contagious 
diseases with the advanced collection of data. Data mining can enable healthcare organizations to 
predict trends in the patient conditions and their behaviors, which is accomplished by data analysis 
from different perspectives and discovering connections and relations from seemingly unrelated 
information. Raw data from healthcare organizations are voluminous and heterogeneous. They 
need to be collected and stored in the organized forms, and their integration enables forming of 
hospital information system. Healthcare data mining provides countless possibilities for hidden 
pattern investigation from these data sets. These patterns can be used by physicians to determine 
diagnoses, prognoses and treatments for patients in healthcare organizations. 
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Introduction 
Healthcare organizations today are capable of generating and collecting a large amounts of data. 
This increase in volume of data requires automatic way for these data to be extracted when needed. 
With the use of data mining techniques it is possible to extract interesting and useful knowledge 
and regularities. Knowledge acquired in this manner, can be used in appropriate area to improve 
work efficiency and enhance quality of decision making process. Above stated points that there is a 
great need for new generation of computer theories and tools to help people with extracting useful 
information from constantly growing volume of digital data [1]. Information technologies are 
being increasingly implemented in healthcare organizations in order to respond to the needs of 
doctors in their daily decision making activities. Data mining tools can be very useful to control 
limitations of people such as subjectivity or error due to fatigue, and to provide indications for the 
decision-making processes [2]. The essence of data mining is in the identification of relations, 
patterns and models that provide support for predictions and of decision making process for 
diagnoses and treatment planning. These models can be called predictive, and they are being 
integrated into information systems of hospitals as a models for decision making, reducing the 
subjectivity and decision making time. In addition, the use of information technology in healthcare 
enables comprehensive management of medical knowledge and its secure exchange between 
recipients and providers of healthcare services [3]. Widespread use of information technology 
enables the elimination of manual tasks of data extraction from charts or filling of specialized 
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questionnaires, extraction of data directly from electronic records, transfer on secure electronic 
system of medical records that will save lives and reduce the cost of health care, early detection of 
infectious diseases with advanced collection of data etc. Retrieval of information with the help of 
computers can help the quality of decision making and avoiding human errors. When there is a 
large volume of data that needs to be classified, decision making by people is usually poor [4]. 
Data mining represents the process of analyzing raw data with the help of computer and extraction 
of their meaning. It is frequently defined as discovering previously unknown and potentially useful 
information from large volume of (unstructured) data [5]. Thanks to this technique, it is possible to 
predict trends and customer behavior and thus provide the organization's business success. This is 
accomplished by data analysis from various perspectives and finding the connections and relations 
between mutually unconnected information. In the process of data mining previously unknown 
trends and patterns from a database of historical information are being discovered and that 
information is being converted into significant business solutions [6]. 

Process of knowledge discovery and data mining 
Knowledge discovery (KDD) is a process that allows automatic scanning of high-volume data in 
order to find useful patterns that can be considered as knowledge about the data. Once the 
discovered knowledge is presented, the evaluation measures can be improved, mining can be 
further "refined", new data can be selected or further transformed, or new data sources can be 
integrated in order to obtain different, the corresponding results [7]. This is the process of 
converting low level information into high level knowledge. Therefore, KDD is a non-trivial 
extraction of implicit, previously unknown and potentially useful information from data that is 
located in databases. Although data mining and KDD are often treated as equivalent, in essence, 
data mining is an important step in the KDD process. The process of knowledge discovery involves 
the use of the database along with any selection, preprocessing, subsampling and transformation; 
by applying data mining methods for enumerating the models from it; evaluating the products of 
data mining to identify subsets of enumerated models that represent knowledge. Data mining 
component of the knowledge discovery process refers to the algorithmic means by which models 
are extracted and enumerated from the data [1]. 
With the application of data mining tools in spreadsheet of the program that analyzes data to 
identify patterns and relations, user profiling and development of business strategies can be started 
[8]. Most data mining software include online analytical processing, traditional statistical methods, 
such as cluster analysis, discriminant analysis and regression analysis, and non-traditional 
statistical analysis such as neural networks, decision trees, link analysis and association analysis. 
This wide range of techniques is not surprising in light of the fact that data mining is derived from 
three different disciplines, database management, statistics and computer science, including the use 
of artificial intelligence and machine learning [9]. 
Because of all this data mining process is inextricably linked to computers. With the help of special 
software, a big computer systems analyze data from different angles, find a hypothesis, experiment 
with them and learn from previous experiences. One should always bear in mind that the software 
is just a tool that is still required the presence of human experts to give the final decision in the 
fields in which data mining is being applied. But in the first stage of processing computer systems 
are indispensable for their speed and lack of prejudice. Unlike humans, which would let the 
obvious connection between the two data missed because it is beyond their expectations, such an 
error cannot happen to a computer. Also a human can be a victim of the conditionality with 
previous experience, which can be both positive and negative, but in any case impossible to avoid. 

It can be argued that data mining represents finding out the legality of the information. The 
technology of data mining is closely associated with data warehousing and intertwined with the 
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system for database management. Data mining involves the process of searching a large amount of 
previously unknown information, which it later used to make important business decisions. The 
key phrase here is "unknown data", which means that the information is cluttered with massive 
amounts of operational data which, when analyzed, provide relevant information to organizational 
decision makers. Datasets are generally large, complex, heterogeneous and hierarchical, and they 
vary in quality. Preprocessing and transformation of data are needed even before data mining and 
discovery can be applied. Sometimes data features are not optimal for data mining and analytical 
processing. The challenge here is to convert data into the appropriate form before the learning and 
data mining can start [10]. 

Daily intake of information that large organizations are storing in their databases, are measured in 
terabytes. We can say only that one terabyte can store enough text that is equal to about two 
million books. Sources of information are different (internal, external, analytical), information can 
be attributive or numeric, it can relate to factors that affect an organization's operations, internal 
procedures, the organization's service users (consumers), business competition, business 
environment. However, such a raw data, inadequately structured, with different formats, do not 
have a great utility value. It is necessary to prepare and analyze it, and based on that, get the 
information that can ensure organizational business success [5]. 

The choice of parameters, actions, components for the design of data mining applications is often 
made based on previous data, information or knowledge. A number of models and algorithms have 
been developed for autonomous prediction based on data corresponding to different features [11]. 
Data mining consists of applying data analysis and discovering algorithms that, under acceptable 
computational efficiency limitations, produce a specific enumeration of patterns (or models) over 
data. It should be noted that the model space is often infinite, and enumeration of the model 
involves some form of search in this area. Practical computer restrictions are placing severe limits 
on the subspace which can be explored by data mining algorithms [1]. 

Data mining consists of various methods. Different methods serve different purposes, each method 
has its advantages and disadvantages. Data mining tasks can be divided into descriptive and 
predictive [12]. While descriptive tasks have a goal on finding a human interpreted forms and 
associations, after reviewing the data and the whole construction of the model, prediction tasks 
tend to predict an outcome of interest. Although the goals of description and prediction tasks may 
overlap, the main difference is that the predictive ones require that data include a special variable 
of response. The response can be categorical or numeric, further classifying data mining as 
classification and regression. Predictive tasks make it possible to predict the value of a variable 
based on other existing information. Descriptive tasks, on the other hand, combine the data in a 
certain way. The main predictive and descriptive data mining tasks can be classified as following: 
[13]: 

 Classification and Regression - identification of new templates with predefined objectives; 
These tasks are predictive and they include the creation of models to predict target, or 
dependent variable from the set of explained or independent variables. Classification is the 
process of finding a function that allows the classification of data in one of several classes. 
For classification tasks, the target variable usually has a small number of discrete values, 
while with the regression tasks, target variable is continuous. 

 Association rule – association rule analysis is descriptive data mining task which includes 
determining patterns, or associations, between elements in data sets. Associations are 
represented in the form of rules, or implications. 

 Cluster analysis – descriptive data mining task with the goal to group similar objects in the 
same cluster and different ones in the different clusters. Process of grouping determines 
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groups of data that are similar, but different than other data. In this process variables are 
identified by which the best grouping is being realized. 

 Text mining – most of the available data is in the form of unstructured or partially structured 
text, and it is different from conventional data that are completely structured. Text is 
unstructured if there is no previously determined format, or structure in data. Text is partially 
structured if there is a structure linked with the parts of data. While text mining tasks usually 
fall under classification, clustering and association rule data mining categories, it is the best 
to observe them separately, because unstructured text demands a specific consideration. In 
particular, method for representation of textual data is critical. 

 Link analysis – Form of network analysis that examines the associations between objects. 
Link classification provides category of an object, not just based on its features, but also on 
connections in which it takes part, and features of objects connected with certain path [14]. 
Example of link analysis in medicine is task of predicting disease type based on people’s 
characteristics or predicting age of people based on disease they are infected with and based 
on age of people they have been in contact with. Link analysis can be used in order to 
understand where do patients go to receive the healthcare treatment and to identify the 
components or resources in service that must be addressed. This is a data mining form that 
includes population tracking during their movement from point to point in the system. This 
analysis requires population segmentation so the analysis can focus on percentage of the 
population [15]. In order for the link analysis to be possible, all the patient’s information 
must be stored in databases (personal information, dates and time of visits, doctors that 
treated the patient, doctors that gave referrals, patient’s previous diseases) 

Upon completion of the information analysis, all results are displayed in a clear manner, usually in 
the form of tables or diagrams that may be two dimensional or three dimensional. Programs even 
allow the user to change any of the variables, and the effect of its change is shown in real time on 
the diagram. 

Application of data mining in healthcare 
Modern era has brought significant changes, and information technologies have found wide 
application in the areas of human activities, as well as in the healthcare. Development and 
implementation of new information technologies that allow global networking, give modern 
medicine the epithet of “informatical medicine”. Information technologies increasingly provide the 
help in system approach of solving medical problems [16]. Disposition of the right information 
enables the preparation of accurate reports, for example, usage of hospital capacities, or number of 
occupied beds. At the same time it is easier to monitor treatment and to check the information 
exchange. Use of information technologies enables change of the healthcare system - how to 
improve public health, the healthcare of the system users, reduce costs, save time and money. 
Healthcare abounds various information which causes the necessity of data mining application. 
One of the first applications in the area of data mining for healthcare was KEFIR (Key Findings 
Reporter), that was automatically analyzing changes in all relevant variables, extracting the 
important ones, and adding an expert recommendations on what actions need to be taken in 
response to these changes. It is well known that healthcare is a complex area where new 
knowledge is being accumulated daily in a growing rate. Big part of this knowledge is in the form 
of paperwork, resulting from a studies conducted on data and information collected from the 
patient’s healthcare records. There is a big tendency today to make this information available in 
electronic form, converting information to knowledge, which is not an easy thing to do [17]. With 
the growth of costs in healthcare organizations and the growing necessity to control all the 
expenses, suitable analysis of medical information has become an issue of the utmost importance. 
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All healthcare institutions need an expert analysis of their medical data, the project that is time 
consuming and expensive [18]. There is a great potential for data mining application in healthcare. 
Healthcare institutions are very oriented on use of patient’s information. Ability to use a data in 
databases in order to extract useful information for quality health care is a key of success of 
healthcare institutions [4]. Healthcare information systems contain a large volumes of information 
that include information on patients, data from laboratories that are constantly growing. With the 
use of data mining methods, useful patterns of information can be found in this data, that will later 
be used for further research and report evaluation. A very important issue is how to classify large 
volumes of data. Automatic classification is done based on the similarities that are present in data. 
This type of classification is useful only if the conclusion, that is drawn, is acceptable for the 
doctor or the end user. Data mining provides support for identification of reliable relations between 
treatment and outcome. 
In medical research, data mining begins with the hypothesis and results are adjusted accordingly. 
This is different from standard data mining practice, which simply begins with a set of data without 
obvious hypothesis [19]. While the traditional data mining is focused on patterns and trends in data 
sets, data mining in healthcare is more focused on minority that is not in accordance with patterns 
and trends. The fact that standard data mining is more focused on describing and not explaining the 
patterns and trends, is the one thing that deepens the difference between standard and healthcare 
data mining. Healthcare needs these explanations since the small difference can stand between life 
and death of a patient. 

Analytical techniques used in data mining, in most cases have long been known mathematical 
techniques and algorithms. Although data mining is a young technology, the process of data 
analysis is nothing new. The thing that linked these techniques and large databases is a cheaper 
storage space and processing power. Here are some of the techniques of data mining, which are 
successfully used in healthcare, such as artificial neural networks, decision trees, genetic 
algorithms and nearest neighbor method. 
Artificial neural networks are analytical techniques that are formed on the basis of superior 
learning processes in the human brain. As the human brain is capable to, after the learning process, 
draw assumptions based on previous observations, neural networks are also capable to predict 
changes and events in the system after the process of learning. Neural networks are groups of 
connected input/output units where each connection has its own weight [20]. The learning process 
is performed by balancing the net on the basis of relations that exist between elements in the 
examples. Based on the importance of cause and effect between certain data, stronger or weaker 
connections between "neurons" are being formed. Network formed in this manner is ready for the 
unknown data and it will react based on previously acquired knowledge. Artificial neural networks 
are ideal for multiprocessor systems, where a large number of operations are performed in parallel. 
Decision tree is a graphical representation of the relations that exist between the data in the 
database. It is used for data classification. The result is displayed as a tree, hence the name of this 
technique. Decision trees are mainly used in the classification and prediction. It is a simple and a 
powerful way of representing knowledge. The models obtained from the decision tree are 
represented as a tree structure. The instances are classified by sorting them down the tree from the 
root node to some leaf node [21]. The nodes are branching based on if-then condition. Tree view is 
a clear and easy to understand, a decision tree algorithms are significantly faster than neural 
networks and their learning is of shorter duration. Decision tree is a tree where each (non-terminal) 
node represents a test or decision on the item of information that is listed for consideration. The 
choice of a particular industry depends on the outcome of the test. In order to classify the data, 
process is starting from the root node and following the argument down until it reaches the final 
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node, at which time a decision is made. Decision tree can also be interpreted as a special form of a 
rule set, which is characterized by its hierarchical organization of rules. 
Genetic algorithms are based on the principle of genetic modification, mutation and natural 
selection. These are algorithmic optimization strategies inspired by the principles observed in 
natural evolution [20]. The genetic algorithm creates a number of random solutions to the problem. 
All these solutions may not be good, a group of solutions can be skipped entirely, and it can come 
down to the overlapping solutions. Poor solutions are discarded, and the good ones retained. A 
good solutions are then being hybridized, and then the whole process is repeated. Finally, similar to 
the process of natural selection, only the best solutions remain. So, from the set of potential 
solutions to the problems that compete with each other, the best solutions are chosen and combined 
with each other in order to obtain a universal solution from the set of solutions that will become 
better and better, similar to the process of evolution of organisms. Genetic algorithms are used in 
data mining to formulate hypotheses about the dependencies between variables in the form of 
association rules or other internal formalism. The disadvantage of this method is that it requires an 
enormous amount of processing power and it is too slow for trivial issues. Since evolutionary 
computation is a robust and parallel search algorithm, it can be used in data mining to find 
interesting knowledge in noisy environment. [22]. 

Nearest neighbor method is a technique that is also used for data classification. Unlike other 
techniques, there is no learning process to create a model. The data used for learning is in fact a 
model. When the new data shows up, the algorithm analyzes all the data in the database to find a 
subset of instances that are the best fit and based on that it is able to predict the outcome. The study 
[23] conducted on the application of nearest neighbor method on benchmark data set to detect 
efficiency in the diagnosis of heart diseases, produced the results that application of this method 
achieved an accuracy of 97.4% which is a higher percentage than any other published study on the 
same set of data. 

Data mining in healthcare demands close cooperation between  managers of quality in healthcare 
and data mining experts, and it is consisted of analysis driven by data and analysis driven by 
interest [24]. Analysis driven by interest can be divided into seven key phases: 

 Acquiring knowledge from area. 
 Formulation of business questions. 
 Processing of business questions. 
 Transformation of business questions into data mining queries. 
 Execution of data mining queries. 
 Processing of data mining results. 
 Transformation of data mining results into answers. 

Type of analysis driven by data is used because analysis driven by interest can predict unexpected 
patterns in data. Association rule is usually used within these analysis. This approach that uses both 
types of analysis, has a good and a bad side, because the users are not thrilled with a large number 
of findings that are way beyond their field of expectations, and then again, unexpected patterns 
don’t stay unnoticed. 

Advantages of data mining application in healthcare 
Information technologies in healthcare have enabled the creation of electronic patient records 
obtained from monitoring of the patient visits. This information includes patient demographics, 
records on the treatment progress, details of examination, prescribed drugs, previous medical 
history, lab results, etc. Information system simplifies and automates the workflow of health care 
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institution. Privacy of documentation and ethical use of information about patients is a major 
obstacle for data mining in medicine. In order for data mining to be more exact, it is necessary to 
make a considerable amount of documentation. Health records are private information, yet the use 
of these private documents may help in treating deadly diseases [19]. Before data mining process 
can begin, healthcare organizations must formulate a clear policy concerning privacy and security 
of patient records. This policy must be fully implemented in order to ensure patient privacy. Health 
institutions are able to use data mining applications for a variety of areas, such as doctors who use 
patterns by measuring clinical indicators, quality indicators, customer satisfaction and economic 
indicators, performance of physicians from multiple perspectives to optimize use of resources, cost 
efficiency and decision making based on evidence, identifying high-risk patients and intervene 
proactively, optimize health care, etc [25]. 

Integration of data mining in information systems, healthcare institutions reduce subjectivity in 
decision-making and provides a new useful medical knowledge. Predictive models provide the best 
knowledge support and experience to healthcare workers. Data mining is using a technique of 
predictive modeling to determine which diseases and conditions are the leading trends. This 
requires a review of medical documentation of a healthcare institution and prescription drugs to 
determine which problems are the most common amongst patients. The problem of prediction in 
medicine can be divided into two phases: learning phase and the phase of decision making. In the 
learning phase, a large data set is transformed into a reduced (simplified) data set. Number of 
features and objects in this new set is much smaller than the original set in several different ways. 
The rules generated in this phase are used later to make accurate decisions. Newly formed data set 
is used to make predictions when the new instances with unknown outcomes occur with the 
predictive algorithm. This algorithm compares the characteristics of a new object with the 
characteristics of objects represented in the selected data set. If the match is found, the new object 
gets the outcome which is equal to the corresponding object in the set. The goal of predictive data 
mining in medicine is to develop a predictive model that is clear, makes reliable predictions and 
helps doctors to improve their prognosis, diagnosis and treatment planning procedures. Important 
questions arise here [12]: if the data and the corresponding predictive characteristics are sufficient 
to build a predictive model of acceptable performance; what is the relation between attribute and 
outcome; can it be found an interesting combination, or the relation between attributes; whether the 
immediate factors can be drawn from the original attributes that can increase the performance of 
predictive models. 
A very important application of data mining is for biomedical signal processing expressed by 
internal regulations and responses to the stimulus conditions, whenever there is a lack of detailed 
knowledge about the interactions between different subsystems, and when the standard analysis 
techniques are ineffective, as it is often the case with non-linear associations. Data mining provides 
the link between knowledge of continuous data, such as biomedical signals collected from patients 
in intensive care units, and it develops an intelligent monitoring system that sends reminders, 
warnings and alarms for the pre-selected critical conditions [2]. 

Using association rules involves finding all the rules, or at least part of key subsets of rules that is 
characteristic of certain information as a consequences or as a antecedent. This type of problem is 
very interesting for health professionals who are searching for the relations between diseases and 
lifestyles or demographics or between survival rates and treatment. The tasks of association are 
used to help strengthen the arguments regarding whether to engage or eliminate certain rules in the 
knowledge model [26]. 

Tasks of the managers that manage quality of the healthcare services can be described as 
optimization of clinical processes in terms of medical and administrative quality as well as the 
cost/benefit relation. Key questions of the process of healthcare quality management are quality of 
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data, standards, plans, and treatments. Data mining can be used by quality managers to solve the 
following tasks [24]: 

 Discovering new hypothesis for indexes of quality for data, standards, plans and treatments. 
 Checking if the given indexes of quality for data, standards, plans and treatments are still 

valid. 
 Improving, strengthening and adjusting of quality indexes for data, standards, plans and 

treatments. 
 These tasks can be supported by data mining if the existing knowledge in domain is seriously 

considered in data mining process. 

The obstacles for data mining in healthcare 
One of the biggest problems in data mining in medicine is that the raw medical data is voluminous, 
and heterogeneous [27]. These data can be gathered from various sources such as from 
conversations with patients, laboratory results, review and interpretation of doctors. All these 
components can have a major impact on diagnosis, prognosis and treatment of the patient, and 
should not be ignored. The scope and complexity of medical data is one of the barriers to 
successful data mining. Missing, incorrect, inconsistent or non-standard data such as pieces of 
information saved in different formats from different data sources create a major obstacle to 
successful data mining. It is very difficult for people to process gigabytes of records, although 
working with images is relatively easy, because doctors are being able to recognize patterns, to 
accept the basic trends in the data, and formulate a rational decisions. Stored information becomes 
less useful if they are not available in easily apprehensible format. The role of visualization 
techniques is increasing in this, as the picture are easiest for people to understand, and can provide 
plenty of information in a snapshot of the results. 
Doctor’s interpretations of images, signals, or other clinical data are written in unstructured free 
language, so it is very difficult to perform data mining of such data. Even specialists in the same 
area cannot agree on common terms that indicate the status of the patient. Not only that different 
names are being used to describe the same disease, but also tasks are getting even more 
complicated by using different grammatical structures to explain the relations between medical 
entities. Also, another obstacle is that almost all diagnoses and treatments in medicine are 
imprecise and subjected to error rates. Here the analysis of specificity and sensitivity are being 
used for the measurement of these errors. One of the unique characteristics of medical data mining 
is that the basic data structures in medicine are poorly mathematically characterized in comparison 
with other areas of physics science, because the conceptual structure of medicine consists of a 
description in words and pictures, with very few formal restrictions in the dictionary, image 
composition, or permissible relations between the basic concepts. 
Within the issue of knowledge integrity assessment, two biggest challenges are [28]: 

 How to develop efficient algorithms for comparing content of two knowledge versions 
(before and after). This challenge demands development of efficient algorithms and data 
structures for evaluation of knowledge integrity in the data set. 

 How to develop algorithms for evaluating the influence of particular data modifications on 
statistical importance of individual patterns that are collected with the help of common 
classes of data mining algorithm. Algorithms that measure the influence that modifications of 
data values have on discovered statistical importance of patterns are being developed, 
although it would be impossible to develop a universal measure for all data mining 
algorithms. 



www.manaraa.com

 Kuwait Chapter of Arabian Journal of Business and Management Review    Vol. 1, No.12; Aug 2012 

134 
 

Data mining in healthcare can be limited in data access, since the raw inputs for data mining 
frequently exist in different settings and systems, like administrations, clinics, laboratories etc. 
Therefore, data must be collected and integrated before data mining can take place. Building of 
data warehouse before data mining begins can be a very expensive and time consuming process. 
Healthcare organizations that develop data mining must use big investment resources, especially 
time, effort and money [9]. Data mining project can fail from numerous reasons, like lack of 
managerial support, inadequate data mining expertise etc. 

Conclusion 
Data mining has great importance for area of medicine, and it represents comprehensive process 
that demands thorough understanding of needs of the healthcare organizations. Knowledge gained 
with the use of techniques of data mining can be used to make successful decisions that will 
improve success of healthcare organization and health of the patients. Data mining requires 
appropriate technology and analytical techniques, as well as systems for reporting and tracking 
which can enable measuring of results. Data mining, once started, represents continuous cycle of 
knowledge discovery. For organizations, it presents one of the key things that help create a good 
business strategy. Today, there has been many efforts with the goal of successful application of 
data mining in the healthcare institutions. Primary potential of this technique lies in the possibility 
for research of hidden patterns in data sets in healthcare domain. These patterns can be used for 
clinical diagnosis. However, available raw medical data are widely distributed, different and 
voluminous by nature. These data must be collected and stored in data warehouses in organized 
forms, and they can be integrated in order to form hospital information system. Data mining 
technology provides customer oriented approach towards new and hidden patterns in data, from 
which the knowledge is being generated, the knowledge that can help in providing of medical and 
other services to the patients. Healthcare institutions that use data mining applications have the 
possibility to predict future requests, needs, desires, and conditions of the patients and to make 
adequate and optimal decisions about their treatments. With the future development of information 
communication technologies, data mining will achieve its full potential in the discovery of 
knowledge hidden in the medical data. 
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